
 

438 | P a g e  

 

 

A Review on Metaheuristic Techniques used for Optimal Power 

Flow 
 

1Nilesh M. Patel, 2Dr.Thangadurai N. 
1Ph.D Scholar, Sankalchand Patel University, Visnagar, Gujarat, 

2Professor, Sankalchand Patel University, Visnagar, Gujarat, 
1nileshpatel.82@gmail.com 

 2mrgoldspu2021@gmail.com 

 

DECLARATION: I AS AN AUTHOR OF THIS PAPER /ARTICLE, HERE BY DECLARE THAT THE PAPER SUBMITTED BY ME 

FOR PUBLICATION IN  THE  JOURNAL  IS  COMPLETELY  MY  OWN  GENUINE  PAPER.IFANY  ISSUE  REGARDING 

COPYRIGHT/PATENT/ OTHER REAL AUTHOR ARISES, THE PUBLISHER WILL NOT BELEGALLY RESPONSIBLE. IF ANY OF 
SUCH MATTERS OCCUR PUBLISHER MAY REMOVE MY CONTENT FROM THE JOURNAL WEBSITE. FOR THE REASON OF 

CONTENT AMENDMENT/OR ANY TECHNICAL ISSUE WITH NO VISIBILITY ON WEBSITE/UPDATES, I HAVE RESUBMITTED 
THIS PAPER FOR THE PUBLICATION.FOR ANY PUBLICATION MATTERS OR ANY INFORMATION INTENTIONALLY 

HIDDEN BY ME OR OTHERWISE, ISHALL BELEGALLY RESPONSIBLE.(COMPLETE DECLARATION OF THE AUTHOR ATTHE 

LAST PAGE OF THIS PAPER/ARTICLE 
 

Abstract: The non-linear solution referred to as optimal power flow (OPF) is crucial for 

understanding how the functioning of the power system. This study intends to provide 

fundamental knowledge about metaheuristic techniques in order to address the issue of optimal 

power flow in power systems. These methods have the ability to address non-linear problems. 

Within a variety of metaheuristic search approaches, the performance and essential elements 

that comparing the efficiency of certain optimization methods. This covers the functioning of 

the gravitational search algorithm (GSA), particle swarm optimization (PSO), firefly algorithm 

(FFA) and artificial bee colony (ABC) algorithms. In order to address the OPF issue in the 

functioning of power systems, this study discusses the essential factors that must be taken into 

account while choosing metaheuristic methodologies. 
 

Keywords: Problem formulation using OPF and Perspective of Optimization Algorithm, 

Population based Metaheuristic Techniques, Flow chart for OPF using Metaheuristic 

Techniques, Comparison between Metaheuristic Techniques. 
 

1.   INTRODUCTION: 
 

The optimal power flow or OPF issues are essential to plan economic scheduling, security and 

functioning of a power system. The solution of OPF issues aims to satisfy multiple system 

operations while also optimizing a particular fitness function through the best possible 

adjustment of control variables [1]. With the use of traditional and metaheuristic optimization 

techniques, the OPF problem has been resolved [2,3]. On a determination of the global 

optimum, traditional optimization is predicated.  

A variety of OPF issues with different objective functions as well as difficult restricted 

optimization issues have been solved using metaheuristic optimization techniques. Iterative 

correction of solutions employing stochastic search operators on individuals in the existing 

population is the core tenet of metaheuristic methods. The ability to quickly search through 

enormous solution spaces, locate global answers, and avoid local optimum are the main 

capabilities of metaheuristics [3].  

Using these strategies, the system's numerous restrictions are satisfied while the overall cost of 

operation is decreased [4]. In order to deliver a high-quality optimal solution within a 

mailto:1nileshpatel.82@gmail.com
mailto:2mrgoldspu2021@gmail.com


 

439 | P a g e  

 

 

reasonable timeframe, a number of population-based heuristic search strategies are applied. In 

this paper, according to the nature of the optimization technique, different parameter settings 

are established for the gravitational search algorithm (GSA), particle swarm optimization 

(PSO), firefly algorithm (FFA) and artificial bee colony (ABC) algorithms. 

 

2.   PROBLEM FORMULATION USING OPF AND PERSPECTIVE OF 

OPTIMIZATION ALGORITHM: 

 

The OPF generally minimizes the function, which is known as the fitness function. The OPF 

problem is used to determine the appropriate transformer tap settings, bus voltage settings, and 

generator tap settings in any system in order to save total production costs [5]. The process of 

changing the inputs to or the characteristics of a device, mathematical formula, or experiment 

in order to determine the lowest or highest output or result is referred to as optimization. 

 

2.1  Formulation of OPF issues: 

 

In order to minimize the system objective function and adhere to system equality and 

inequality constraints, a standard OPF issue can be written as [1]:   

 

 

 

 

Where: 

m = The state (dependent) variables, n = The control (independent variables), j (m, n) = fitness 

(Objective) functions, k (m, n) = a group of inequality constraints, l (m, n) = a group of equality 

constraints. 

 

2.2   Exploitation and Exploration: 

 

To create new solutions that are superior to the existing solutions with regard to the topic of 

interest, algorithm exploitation or intensification is crucial. High convergence rates are 

possible, although local search is frequently entrapped by this. As opposed to this, exploration 

and diversification look for information around the globe and are able to produce solutions 

with a sufficient amount of diversity. This will cause the convergence rate to slow down 

because it needs to search a broad area. [4].  

The present algorithms employ various parameter settings, causing certain algorithms to 

achieve quick convergence rates or be able to reach global optimums. In order to ensure a quick 

convergence rate, certain algorithms also incorporate randomization [6]. 

 

2.3   Heuristic Techniques: 

 

A problem-solving strategy known as a heuristic involves utilizing a practical approach to learn 

something new or solve a problem in order to get a good result quickly. This is accomplished 

by employing comparable rules from a data collection that has been trained to address 

Minimize,    j (m, n) (1) 

Subject to    k (m, n)≤ 0 (2) 

                    l (m, n)= 0 (3) 
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problems of a similar nature. Heuristics, metaheuristics, matheuristics, and hyperheuristics are 

the four subcategories under which heuristic techniques can be categorized. 

In order to answer interesting mathematical issues, matheuristics is a hybrid strategy that 

blends exact and approximatively methods. These methods incorporate enhanced 

metaheuristic-based mathematical programming tools, and vice versa [7,8].  

The heuristics approach, on the other hand, is more concerned with the exploitation that 

enables the problem to be solved effectively and quickly. However, because they have not 

explored much, they are frequently stuck in local optima. 

Large and complex data can be optimized using metaheuristic methods. This is achievable as a 

result of the behavior that accepts the solution's temporary deterioration. It has the ability to 

randomly explore to find the world's best solution through active exploration and exploitation. 

The emphasis of hyperheuristics is primarily on exploration than exploitation. Additionally, 

the set space is not your typical space set of solutions. Rather than dealing with just one type of 

issue, it is utilized to address others [9].  

 

2.4   Metaheuristic Optimization Methods: 

In order to categorize different metaheuristic techniques, four key criteria are used. The first 

distinction is between trajectory and discontinuous approaches, which are employed for each 

iteration. The second criterion is how much the method uses memory. There is no distinct 

group for this requirement because most approaches rely on either short-term memory or 

long-term memory. The interaction between the algorithm and neighbourhood structures 

makes up the third criterion. It either uses kick-moves that communicate with a single 

neighbour or uses operations like mutation and crossover that allow it to engage with other 

neighbourhoods. The goal function performed by the technology throughout operation is the 

final criterion taken into account. A static objective function may be used by some algorithms 

to produce the best results. Algorithms can also change the objective function by using a 

reward or penalty. With the aid of this dynamic fitness function, the search procedure can be 

directed in the right direction in order to find the world's best solution. 

 

3.    POPULATION BASED METAHEURISTIC TECHNIQUES: 

 

The strategies for population-based stochastic search are called metaheuristic optimization 

methods. A group of individuals that stand in for possible answers to the optimization issue 

make up the population. Iterative solution correction is the fundamental component of 

metaheuristic approaches. The correct setup of the relevant algorithmic parameters determines 

the effectiveness and performance of metaheuristic optimization approaches [10]. 

 

The methodologies for modern, well-known algorithms like the Gravitational Search 

Algorithm (GSA), Particle Swarm Optimization (PSO), Firefly Algorithm (FFA) and Artificial 

Bee Colony Algorithm (ABC) algorithm are the main emphasis of this section. The ability of 

such algorithms to apply optimization strategies to a variety of problems as well as the 

advancement of various study and hybridization techniques lead to comparisons between them. 

 

3.1 Gravitational Search Algorithm (GSA): 
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By Rashedi and other authors, they created the GSA, a metaheuristic optimization method. 

[11]. The search agents in GSA are a group of masses that communicate with one another 

according to the principles of motion and Newtonian gravity. The mass's gravitational and 

inertial masses are calculated using a fitness function, and their positions are in agreement with 

how the issue was solved. Alternatively said, every mass offers a solution. Correctly altering 

the gravitational and inertial masses is necessary to navigate the algorithm. 

 

Once the fitness of the existing population has been evaluated, each agent's mass is calculated 

by: 
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In this scenario, fiti(t) stands with regard to agent (i)'s fitness value at iteration (t), while best(t) 

and worst(t) indicate the best and worst fitness of all agents, respectively. 

 

The total force acting on the ith agent at iteration (t) is defined as follows by Newton gravitation 

theory: 
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In this case, r is a random number between [0, 1]. G(t) is the gravitational constant at iteration 

(t), Mi(t) and Mj(t) are the agents' respective masses, ɛ is a tiny constant, and Rij(t) is their 

distance in Euclid's triangle. Kbest is the collection of the first K agents with the highest fitness 

value and largest masses. 

 

The following equation describes how the ith agent accelerates at iteration t in accordance with 

the law of motion: 

 

( ) ( ) ( )tMtt iii Fa =  (7) 

 

Following are the updates to an agent's position and velocity: 

 

( ) ( ) ( )ttrt iiii avv +=+1  (8) 

( ) ( ) ( )11 ++=+ ttt iii vuu  (9) 

 

A uniform random variable in the range [0, 1] is called ri in this situation. 

 

A function of the starting value G0 and the passing of time (t) is the gravitational constant G(t) 

in Eq. (6): 

( ) )/exp(0 maxttGtG −=   (10) 

 

The performance of GSA is governed by the parameters of maximum iteration tmax, population 

size N, initial gravitational constant G0, and α is constant. 
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3.2 Particle Swarm Optimization Algorithm (PSO): 

 

Kennedy and Eberhart [12] created the PSO algorithm, which is based on a simulation of a 

flock of birds in two dimensions. For the purpose of locating the ideal answer, it employs a 

number of particles (candidate solutions) that flutter about in the search space [13]. The best 

particle (best solution) in the path is what all the particles are examining in the meantime. Thus, 

particles take into account both their own best solutions and the best solution so far discovered. 

Each particle makes an attempt to change its position using the following data: its current 

position, velocity, distance from pbest and gbest, and the distance between the current position 

and pbest. 

 

The following equation is used in each iteration to determine the particle velocities: 

 
( ) ( ) ( ) ( )( ) ( ) ( )( )ttrCttrCtwt iiiii ugbestupbestvv −+−+=+ 22111  (11) 

 

The particle locations can be determined by updating the velocities as follows: 

 

( ) ( ) ( )11 ++=+ ttt iii vuu  (12) 

 

Where: ( )tiv  is the current position of particle (i) at iteration (t),  pbesti is the individual best of 

particle (i) at iteration (t), and gbest is the best result so far, w is a weighting function, C1 and C2 

are positive constants; r1 and r2 are uniformly distributed random values in [0, 1],  and ( )tiu  is 

the current position of particle (i) at iteration (t). 

 

The initial section of equation (11), gives PSO the capacity to explore. The second and third 

sections depict individual thought and particle cooperation, respectively. 

 

3.3 Firefly Algorithm (FFA): 

 

Xin-She Yang created the "firefly algorithm," which was motivated by fireflies' flickering 

lights [14]. The attraction of all fireflies is inversely correlated with the power of their flash, 

making them all unisexual. Therefore, if a firefly particle had the option of travelling in the 

direction of either of two fireflies, it would be more drawn to the firefly with more brightness 

and move in that direction. The firefly will fly in an arbitrary direction if there are no other 

fireflies around. Flash brightness and fitness function are related. The attractiveness (β) of a 

firefly can be characterized as a function of the Cartesian distance r between the fireflies since 

it is proportional to the light intensity seen by nearby fireflies [14,15] and it is expressed by: 

 

( )2

0 exp r −=  (13) 

 

Where, γ is the absorption coefficient and β0 is the attraction at r = 0. 

 

When one firefly (i) approaches another more alluring (brighter) firefly (j) can be find by: 

 

( ) ( ) ( ) ( ) ( )( )  +−−+=+ ttrtt ijijii uuuu 2

0 exp1  (14) 
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When the randomization parameter (α) and the vector of random values (ε) drawn from a 

Gaussian distribution. The firefly with the maximum brightness, or the one with the best fitness 

value, is determined to be the best solution to the issue at the conclusion of every generation. 

 

3.4 Artificial Bee Colony Algorithm (ABC): 

 

Karaboga and Basturk created the artificial bee colony algorithm after being impressed by the 

intelligence behavior of bees [16].  There are three categories of bees in the ABC algorithm: 

working bees, observers, and scouts. A food source's position symbolizes a potential solution 

to the optimization problem, and the nectar amount of a food source corresponds to the 

effectiveness of the solution that food source is representing [17]. 

During the employed bee phase, the employed bees are in charge of determining the nectar 

content of each potential new food source in the vicinity of potential new food sources. The 

steps taken to pinpoint the new food sources is: 

 

( ) ( ) ( ) ( )( )tttt kiii uuuu −+=+ 1   ,             i=1, 2, …, N;        Nk ,...,1                           (15) 

 

Where:  ( )tku  is a randomly chosen solution different from ( )tiu , and ( )1+tiu  is the new 

solution (food source).    is a uniform random number between [-1, 1].  

By employing equation (15), observers try for a better food supply nearby their current food 

source. If the new nectar yield is higher than the yield of the previous resource, the former gets 

dropped. Otherwise, the food resource's abandonment counter is raised by one. Repeat this 

procedure until all onlookers are dispersed among the food sources [17]. Without receiving any 

direction from the search space, this scout begins haphazardly searching a new food source. 

The algorithm is helped to avoid local optimal conditions by this abandoning and scouting 

technique [18]. 

 

4.    GENERAL FLOW CHART FOR OPF USING METAHEURISTIC TECHNIQUES: 

 

The following figure illustrates the general process flow for the OPF solution using 

metaheuristic optimization techniques [3].  
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5.    COMPARISION BETWEEN METAHEURISTIC TECHNIQUES: 

 

The basic comparison of metaheuristic optimization methods is shown in following table [19].  
 

Algorithm Merits Demerits 

Gravitational 

Search 

Algorithm 

(GSA) 

It is straightforward and simple to use. GSA has limited local search 

capabilities. 

The individual moves have a 

considerable degree of randomness. 

It is not initialization-resistant. 

As a result, it offers a thorough search 

space exploration. 
A single objective optimization problem 

was used to formulate the issue at hand. 
Particle 

Swarm 

Optimization 

(PSO) 

algorithm 

Simple in concept. Slow convergence rate. 

Easy to be implemented. Trapping into local optima. 

Suitable convergence speed Efficient. 

 
The learning constants and inertia 

weight both play a role. 

Requiring minimal adjustment of the 

parameters. 
Initializing parameters by trial and error. 

Firefly 

Algorithm 

(FA) 

FFA is simple to understand and 

simple to apply. 

FFA often traps into local optima. 

It is good at exploration. 

 
It has fixed settings that don't alter over 

time. 

It incorporates the process of It is treated as a single aim optimization 
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self-improvement into the existing 

space and enhances its own space over 

the earlier phases. 

to minimize power losses or improve 

voltage profiles. 

Artificial 

Bee 

Colony 

(ABC) 

algorithm 

It is exactly as simple to use as PSO 

and FFA after a few control 

parameters, such as colony size and 

maximum cycle number, are set. 

ABC exhibits weak exploitation traits. 

It is robust against initialization. 

 

In some circumstances, the convergence 

speed is also a problem. 

It is capable of looking at regional 

options. 
It might get stuck in a local optimum. 

 

6.    CONCLUSION: 

 

It is suggested that metaheuristic optimization is a method for using metaheuristic algorithms 

to solve optimization problems. In this research, we find that these algorithms can be used in 

many different areas, whether as a direct method or as any modified variant. The optimal 

integration problem was solved using metaheuristic algorithms, which were reviewed in this 

study along with their dynamic implementation for objective function solving. Metaheuristic 

algorithms were analyzed and classified as evolutionary, swarm intelligence, physics, hybrid, 

and combination. The OPF problem was solved using a variety of metaheuristic optimization 

techniques, which have all been thoroughly reviewed and contrasted in this study. 
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